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Abstract

We study the problem of learning semantic image cor-
respondences without manual supervision. Previous works
that tackled this problem rely on manually curated image
pairs and learn benchmark-specific correspondences. In-
stead, we present a new method that learns universal corre-
spondences once, from a large image dataset, and without
using any manual curation. Despite their generality and de-
spite using less supervision, our universal correspondences
still outperform prior works, unsupervised and weakly su-
pervised, in most benchmarks. Our approach starts from
local features extracted by an unsupervised vision trans-
former, which obtain good semantic but poor geometric
matching accuracy. It then learns a Transformer Adapter
which improves the geometric accuracy of the features, as
well as their compatibility between pairs of different im-
ages. The method combines semantic similarity with geo-
metric stability obtained via cycle consistency and supervi-
sion via synthetic transformations. We use these features to
also select pairs of matching images for training the unsu-
pervised correspondences.

1. Introduction

Establishing image correspondences is a necessary step

in numerous image analysis tasks, from image understand-

ing to pose estimation and neural rendering. In this work,

we tackle the problem of discovering semantic correspon-

dences between pairs of images containing different objects

or object types (Fig. 1), which is crucial for high-level vi-

sual reasoning in diverse environments. Due to the cost of

collecting manual annotations for this task, and the absence

of large-scale datasets for it, we aim at learning a correspon-

dence predictor without manual supervision.

Most unsupervised approaches for learning correspon-

dences are based on enforcing a form of cycle consistency

between images [44, 46, 57, 58]. However, cycle consis-

tency can only tell when correspondences are poor, but can-
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Figure 1. Unsupervised Universal Semantic Correspondences.
Correspondences found by our method on images across different

classes. The method is able to find meaningful correspondences

across object categories and poses without any supervision, and

with no manual curation of the training data. Best viewed digitally

and in color.

not suggest or induce meaningful correspondences by it-

self [57]. Hence, cycle consistency needs to be combined

with additional unsupervised learning signals, such as syn-

thetic transformations of the images, from which correspon-

dences can be induced.

Despite progress, it remains difficult to discover cor-

respondences that generalize well to new categories and

datasets. A clear sign of this limitation is that prior methods

rely on training separate models for each downstream task

or benchmark, which often requires domain-specific data

curation [34, 42, 44, 46, 57, 58]. In this paper, we develop

an unsupervised method that (1) learns from a single, non-
curated dataset like ImageNet (2) universal correspon-
dences that generalize to multiple benchmark datasets. Be-

cause of its generality, our correspondence predictor is more

versatile than previous ones; furthermore, because training

does not require data curation, it can be trained much more

easily and cheaply on large datasets.

This ICCV workshop paper is the Open Access version, provided by the Computer Vision
Foundation. Except for this watermark, it is identical to the accepted version;
the final published version of the proceedings is available on IEEE Xplore.
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The first limitation that we address is the one of gener-

alization. Approaches based on synthetic transformations

of single images generalize poorly, as they can only learn

‘semantically local’ correspondences. For example, both a

bird and a tiger have a head and a neck, but it is difficult to

discover cross-category correspondences by applying ran-

dom synthetic transformations to either (Fig. 1).

In order to address this limitation, we consider the ‘dual’

nature of correspondences and concepts. A coherent system

of correspondences partitions 2D image points in equiva-

lence classes, each corresponding to a certain concept or

abstraction. For example, in multi-view geometry we often

put all 2D projections of the same 3D physical point in cor-

respondence, so the physical point can be thought of as the

grouping of all its image projections. Likewise, the concept

of ‘neck’ can be thought of as the grouping of all 2D points

that correspond to the neck of all animals in all images.

Because of this duality, discovering semantic correspon-

dences is closely related to discovering semantic parts. The

latter has been boosted significantly by recent discoveries

in self-supervised learning. Models such as DINO [6], that

combine transformers (ViT) with deep invariant clustering,

have been found to extract features that are well correlated

with semantic object parts, all without using any manual

supervision. Follow-up works [1, 60] have readily noted

that such features can also establish semantic correspon-

dences between images, and these generalize particularly

well. Even so, methods such as ViT-DINO are not explicitly
designed for this task. For example, we show empirically

that the induced correspondences tend to confuse multiple

occurrences of the same semantic part, e.g., by grouping all

legs of all animals in a single cluster (Fig. 2). Hence, our

goal is to improve the geometric accuracy and robustness of

these correspondences. To this end, we make three techni-

cal contributions.

Our first contribution is to combine the information that

is obtained from ViT-DINO (poor spatial locality but good

generalization) and traditional cycle-consistency (good spa-

tial locality but limited generalization). We derive from

these a pair of complementary learning signals and distill a

high-quality point matcher from them. Experiments clearly

show the benefit of this combination, which significantly

reduces the spatial uncertainty of the matches.

Our second contribution is a powerful formulation to

predict correspondences. We cast this as retrieving a point

in the target image given a point in the source, based on

comparing descriptors derived from the ViT-DINO features.

We learn a transformer network that takes the pre-trained

ViT feature of a point in the source image and adapts it to

generate a query descriptor to be matched in the second im-

age. We also pass to the transformer a global descriptor of

the target image. In this manner, the transformer can im-

prove the locality of the source descriptor and adapt it to
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Figure 2. Feature Similarity. The heatmap is generated by com-

puting the cosine similarity between a query feature in the left-

most image within the same image and with different ones, using

ViT-DINO features. We see that the features capture the image se-

mantics well (the heatmap highlights the legs), but do not provide

precise localization (all legs are highlighted). We adapt the query

feature fu to an improved one, f̂u, that is more precise.

bridge appearance differences (e.g., matching a white dog

to a black one), further boosting quality.

Our third contribution is an approach to learning un-

supervised correspondences using a non-curated dataset

such as ImageNet, which addresses the limitation that prior

works require manually-curated image pairs. The challenge

here is that not all pairs of source and target images can

be matched. For example, it makes little sense to match

points between a broom and an elephant. Prior work of-

ten uses curated pairs of images for training, ensuring their

semantic compatibility. Here, we show that it is possible

to fully automatize pair selection by finding images with

sufficiently close global ViT descriptors. Our is the first

method to learn point correspondences across different im-

ages from a general-purpose dataset without any curation of

the matching image pairs.

We test our method against prior work on unsupervised

image matching and show large gains in accuracy compared

to the baseline ViT-DINO features in numerous benchmark

datasets without the need to train separate models. Further-

more, for the most difficult datasets, we also obtain state-

of-the-art performance when compared to all prior works

on unsupervised keypoint matching, even when compared

to weakly supervised methods.

2. Related work

Supervised Semantic Correspondences. Most ap-

proaches to semantic correspondences are based on cost

volumes over image features, which are subsequently

used to estimate displacements represented as geometric

transformations [8, 27, 45, 47] or flow fields [28, 56, 57]

from source to the target image. The aggregation of the
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cost volumes has received particular attention, where 4D

convolutions are traditionally used [32, 33, 48]. More

recently, transformers have been shown to be very effective

for cost aggregation as well [10, 11, 16, 23]. Differently

from these works, we aggregate features using global
rather than local descriptors, which is necessary when there

are large appearance or pose changes between the pair of

images. Other approaches focus on combining multilevel

features [37, 39, 62, 67] or using optimal transport [35, 51].

Using pseudo labels and consistency across geometric

transformations, [26] show that unsupervised objectives

can improve the performance of supervised semantic

correspondence methods.

Weakly Supervised and Unsupervised Semantic Cor-
respondences. Early unsupervised approaches artificially

warp images and predict the transformation [8, 36, 45, 55,

56], but that usually results in poor generalization. Re-

cently, GANgealing [42] proposed to use GAN supervi-

sion for dense visual alignment. It achieves good perfor-

mance, but it is limited to classes where a pre-trained GAN

is available. Similarly, [40] learn a 2D atlas for a given

class, but their method only works for a limited number

of classes and needs careful manual curation of the im-

ages used. [68] learn semantic correspondences using 3D

cycle consistency, requiring 3D CAD models during train-

ing. In the weakly supervised case, where pairs of posi-

tive and negative matches are given, various auxiliary losses

can be used [17, 39, 49]. Another form of supervision is

using forward-backward consistency [21] and cycle con-

sistency [57, 58]. Truong et al. [57] show that some cy-

cles, such as a simple forward-backward cycle, can lead

to a degenerate solution where the model simply predicts

the identity transformation, and suggest using a particular

form of a triplet cycle instead. Some methods use pseudo

matches [26] or discard inconsistent matches [46] using

somewhat arbitrary thresholds. Instead, we propose a con-

trastive loss that deals with this in a principled manner. Fi-

nally, while all these methods use human-annotated pairs

of images, our method is able to train with automatically

discovered image pairs. A closely related line of work to

unsupervised semantic correspondences is keypoint discov-

ery, where the goal is to discover semantically meaningful

keypoints without supervision [19, 20, 30, 50, 66].

Self-Supervised ViT Features. Self-supervised ViT fea-

tures [6] have been shown to be surprisingly good visual

descriptors [1], performing very well in the task of seman-

tic correspondences, and others such as semantic segmenta-

tion, co-segmentation, etc. Recently, fine-tuning ViT-DINO

features in a task-specific unsupervised way has shown

great potential. [15] proposes STEGO, distilling ViT-DINO

features for semantic segmentation. While its unsupervised

objective clusters semantically similar features, here we do

the opposite and learn features that lead to unique corre-

spondences. Aygun et al. [2] use an equivariant representa-

tion learning approach, inspired by [24, 53, 54]. Similar to

our work, the method learns to project self-supervised ViT

features to a semantic correspondence space. However, they

rely on task-specific datasets with image pairs, whereas we

train a single model on unpaired data and evaluate on all

correspondence datasets.

Feature Distillation. Feature distillation aims to com-

press the knowledge of a large and potentially complex

model, usually called a teacher, into a smaller one, a stu-

dent, while preserving performance [5]. Distillation can

even improve the performance of the student compared to

the teacher [3, 41, 65]. Li et al. [34] propose a student-

teacher method for semantic correspondences, distilling a

probabilistic teacher trained on synthetic data. Distillation

of self-supervised ViT features has recently been used for

semantic segmentation [15] and neural fields [29, 59].

3. Method

Given a source image I ∈ R
3×H×W , a target image

J ∈ R
3×H′×W ′

, and a point u ∈ [0, 1]2 representing a

2D location in the source image I , we wish to find the cor-

responding point v ∈ [0, 1]2 in the target image J . We

formulate this task as learning a predictor v̂θ(u; I, J) with

parameters θ that maps any point u in the source image to

the corresponding point v in the target.

To train the predictor v̂θ in an unsupervised manner,

we score correspondences using ViT-DINO descriptors

(Sec. 3.1) which we further improve via a transformer net-

work (Sec. 3.2) that also incorporates geometric constraints

(Sec. 3.3). We also automatically curate the training data

(Sec. 3.4), a step which is usually done manually.

3.1. Scoring matches

Given the source image I , we use a self-supervised fea-

ture network to obtain a tensor Φ(I) ∈ R
D×H

K ×W
K of local

feature descriptors (at a reduced image resolution). We use

the symbol fu = Φu(I) ∈ R
D to denote the feature vector

extracted from the source image I at location u via bilinear

interpolation. We also use the symbol gv = Φv(J) ∈ R
D

to denote the analogous feature vector for the target image

J at location v.

We assess the ‘compatibility’ of points u and v in the

two images by measuring the similarity of their feature vec-

tors [51] using the function

s(f, g) = exp

(
− 〈f, g〉
τ‖f‖‖g‖

)
, (1)

which approaches 1 when the two descriptors are similar

and 0 when they differ. τ > 0 is a temperature parameter

that controls the sharpness of the similarity function.
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Figure 3. Matching with a Transformer Adapter. Left: Source and target images are encoded by a self-supervised ViT. We train a

cross-transformer A that improves the query feature fu for semantic matching. Right: Architecture variants.
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Figure 4. Variants of the Contrastive Distillation Loss: Depend-

ing on which images the negatives are sampled from, we define

unique-to-source, unique-to-target, and unique-to-both losses. We

find that the unique-to-both performs best.

We measure the quality of a match (u, v) via the con-
trastive distillation loss [12]:

Ld(v|u, I, J) = − log
s(fu, gv)∑

h∈Φ(I)∪Φ(J) s(h, gv)
. (2)

This loss states that the match (u, v) should receive a score

larger than most matches (t, v), where t is any location in

the source or target images — in Eq. (2) the symbol h de-

notes the feature vector of this arbitrary point t.

Discussion. As shown in Fig. 4, we choose Eq. (2) as the

best among a few alternatives. These losses verify that the

target location v matches back to other points t in a unique

manner. This works in the reverse order of the predictor

v̂θ, which estimates v from the source u. This is on pur-

pose: next, we construct v̂θ by approximately maximizing a

similar score in the forward direction, so it would not make

sense to also use it for verifying the match.

3.2. Learning a matcher by adapting features

Here we define the function v̂θ that maps the source loca-

tion u to the corresponding target location v̂θ(u; I, J). The

scoring function s of Eq. (1) provides a natural basis to es-

tablish such correspondences: we can define v̂ to be the

location in the target image J that maximizes the compati-

bility score s(fu, gv̂) with the location u in the source im-

age I . However, the features used to compute this score can

be improved: Fig. 2 shows that matching ViT-DINO fea-

ture matches semantic parts well, but confuses keypoints.

Hence, we learn a function that improves fu, turning it in a

good keypoint descriptor rather than a part descriptor.

We do so by replacing the descriptor fu of the source

point with an improved version f̂u = Aθ(fu; I, J)
computed by a learnable adapter function Aθ, detailed

below. Then, we define the probability p(v|u) ∝
s(Aθ(fu; I, J), gv) of matching the source point u to the

target point v be proportional to the updated compatibility

score. Finally, we define the match

v̂θ(u; I, J) =
∑
v

v · p(v|u) (3)

to be the expected value of the target v given the source

u. Equation (3) reduces to maximising the compatibility

between descriptors f̂u and gv when the score temperature

τ tends to zero.

Adapter architecture. As discussed in Sec. 1, the goal

of the adapter Aθ is to improve the descriptor fu to dis-

ambiguate keypoints and to better match to the style of the

target image J . To implement the adapter A, we use the fact

that features are extracted by a ViT. This means that in ad-

dition to the spatial features Φ(I), the network extracts also

a class token cls ∈ R
D which encodes the overall appear-

ance of the image [61]. By using this token, the network

A can adapt the appearance of the source features to the

overall style of the target. In practice, A is a cross-attention

transformer that takes in the spatial features Φ(I), the class

tokens cls(I) from the source image and cls(J) from the tar-

get image. This results in a sequence of length |Φ(I)|+2 as

key and value inputs to the transformer. Finally, the query

to the transformer is the source descriptor fu (see Fig. 3).

Discussion. Most related work [31, 34, 45, 56, 58] pre-

dicts an entire flow field at discrete pixel locations. In

contrast, our design allows to evaluate a correspondence

v̂θ(u; I, J) at individual source locations u with two advan-

tages: (1) we only compute correspondences where they

matter (typically the salient part of the image as seen in

Sec. 3.4) and (2) u is not limited to exact pixel locations.

We also explored different designs for the transformer,

shown in Fig. 3 and Sec. 4. Local aggregation (La) is the

simplest, aggregating only source features. Local/Local ag-

gregation (LLa) aggregates both source and target local fea-

tures, as in e.g. COTR [23]. Our Local/Global aggregation
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(LGa) combines local and global features from the source

but only global features from the target. This is a bottle-

neck, forcing the adapter to predict what the query feature

should look like in the target image.

Empirically, we found LGa (Fig. 3) to perform best. The

La architecture, similar to [2], cannot account for the ap-

pearance of the target features by design. The LLA architec-

ture, can do so but learns a degenerate solution: the model

can satisfy Eq. (2) by choosing a feature from Φ(J) that is

similar to fu but different enough from the other features in

Φ(I). With LGa, however, the model needs to predict what

the query feature should look like in the target image.

3.3. Incorporating geometric constraints

While ViT-DINO features generalize well, they lack spa-

tial precision. The latter can be improved by training v̂θ to

fit synthetic transformations and to be cycle-consistent. We

follow the recommendations of [57] and implement a cy-

cle involving three images: the source image I , the target

image J , and a random synthetic transformation G(I) (ro-

tation, flipping, etc.) of the source image. Formally, given a

point u in the source image, we define the loss:

Lc(v̂θ|u, I, J) = a+ β(b+ c), where (4)

a = ‖G(u)− v̂θ(v̂θ(u; I, J); J, I)‖2,
b = ‖G(u)− v̂θ(u; I,G(I))‖2,
c = ‖u− v̂θ(G(u);G(I), I)‖2.

The first term a closes the cycle I → J → I from source

to the target image and back, whereas terms b and c fit

the (known) synthetic correspondences in the direction I
to G(I) and G(I) to I . We automatically balance the terms

by setting β = sg(a/(b + c)) where sg is the stop-gradient

operator.

3.4. Choosing images and points to match

Given a dataset of images D for training, we must choose

a subset P ⊂ D × D of image pairs (I, J) ∈ P that

are meaningful to match. Randomly selecting pairs is un-

likely to succeed as there are no meaningful correspon-

dences between the vast majority of image pairs (e.g. car

and fork, hamster and envelope, dog and plant, etc.). Prior

work addressed this problem by only using the same im-

age (I,G(I)) with augmentations, or by manually select-

ing meaningful pairs (I, J), usually based on matching the

categories of the objects contained in the images. How-

ever, manual selection undermines the unsupervised nature

of these approaches and also limits correspondences to only

those that are manually deemed possible.

Instead, we propose to construct the pairs P from the

images D automatically, in a process that we call auto-
curation, based on global image similarity. We use the

cls token as a global image descriptor and, given an im-

age I , we construct pairs by randomly sampling from the

top-k nearest neighbors images J in the dataset, based on

this descriptor. This means that each image is potentially

paired with k other images during training, generally yield-

ing many more matching pairs than in the pre-defined case.

Finally, our training scheme also requires to sample

points u in the source images. Semantic correspondences

are likely only meaningful for foreground objects. Thus,

during training, we sample u within the salient region ΩI ⊂
[0, 1]2 of the source image I , which we extract using the

unsupervised segmentation method of [63].

With this, we can define the overall training objective for

the matcher v̂θ:

E(θ) =
1

|P|
∑

(I,J)∈P

1

|ΩI |
∑
u∈ΩI

L(θ|u, I, J)

which combines losses (4) and (2) as:

L(θ|u, I, J) = Ld(v̂θ(u; I, J)|u, I, J) + λLc(v̂θ|u, I, J).

4. Experiments

To evaluate the effectiveness of our method, we experi-

ment on several benchmarks for semantic correspondences.

We compare our automated results with methods trained

in an unsupervised and weakly-supervised manner using

manually-defined pairs of images of the target classes.

4.1. Datasets and Metrics

We perform experiments on four different datasets: PF-

Pascal [14], Spair-71k [38], CUB-200-2011 (CUB) [64] and

Stanford Dogs Extra (SDogs) [4, 25].

These datasets cover a wide range of objects and have

a different level of difficulty. PF-Pascal contains 1351 im-

age pairs, of which 300 are in the test set, selected from

all 20 categories in PASCAL-VOC. The CUB and SDogs

datasets contain images for fine-grained recognition. They

have sparse keypoint labels, and contain images with vary-

ing appearances, poses, and backgrounds, making them par-

ticularly challenging. We test on 10,000 random pairs (the

same as in [2]). Spair-71K is the most challenging dataset

of the four, and the only one collected for the task of seman-

tic correspondences. It contains 1800 images, from which

71k image pairs are created, and contains multiple classes,

from animals to man-made objects. What makes it particu-

larly challenging are the different poses and appearance of

the objects, their small size in some of the images, and the

additional objects present in the scenes.

For all datasets, we evaluate using the standard metric

for this task: percentage of correct keypoints (PCK). Given

a set of ground-truth points P = {pm}Mm=1 and predictions
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Figure 5. Qualitative Comparison on SPair-71k. Our method

can find good semantic correspondences under strong appearance

differences. PMD achieves state-of-the-art performance on the

well-aligned PF-Pascal dataset, but struggles for complex image

pairs. We provide more qualitative evaluating in the sup. matt.

P̂ = {pm}Mm=1, PCK is given by:

PCK(P, P̂) =
1

M

M∑
m=1

[‖p̂m − pm‖ ≤ δ].

Here, δ is a distance threshold given by δ = αmax(H,W ),
where 0 < α < 1 is a chosen ratio and (H,W ) is the image

or bounding box size, depending on the dataset convention.

Following standard practice, we report αimg for PF-Pascal

and αbbox for SPair-71K, CUB and SDogs. In all evalua-

tions we use the standard α = 0.1 unless stated otherwise.

4.2. Implementation Details

We train a single model on 6M images (to keep NN se-

lection tractable) from ImageNet [13] and evaluate it on all

benchmarks. Our experiments use DINO-pretrained ViT-

B [7] as feature encoder. All images are resized to 224×224
and the ViT uses 8× 8 patches with stride 8 are used as in-

put. We use the 384-dimensional key features from the 9th

layer, similarly to prior work [1, 2]. The temperature for the

contrastive distillation loss Ld in Eq. (2) is set to τd = 0.1.

During training, we set the temperature for the scoring func-

tion in Eq. (1) to τH = 0.05, and, during testing, we effec-

tively set the temperature to the theoretical limit τH → 0 by

using the argmax operator in Eq. (3). We set the weight in

the expression for the loss L to λ = 5.

For the descriptor adapter, we use the transformer de-

coder architecture of [18] with 4 transformer layers, setting

the number of self-attention heads to 8 and the feed-forward

dimensionality to 1024. To all spatial descriptors we con-

catenate sinusoidal positional embeddings, and to the cls

Method DS Spair-71k PF-Pascal CUB SDogs

W GANgealing [42] � — — 57.5 —

NACongealingViT-DINO [40] � — — 63.2 —

WeakAlign res101 [47] � 21.1 75.8 — —

CLViT-DINO [2, 9] � 25.8 — 54.1 32.3

NC-Netres101 [49] � 26.4 78.9 — —

PMDres101 [34] � 26.5 81.2 39.6† 32.2†

DHPFres101 [39] � 28.5 82.1 — —

ASYMViT-DINO [2] � 32.9 — 65.2 45.2

GSFres101 [22] � 33.5 84.5 — —

LEADViT-DINO [2, 24] � 33.6 — 60.8 42.5

PWarpC-NC-Netres101 [58] � 35.3 84.4 — —

U PMDres101 [34] � — 80.5 — —

CNNGeores101 [45] � 18.1 69.5 — —

Sem-GLU-Netvgg16 [56, 58] � 16.5 72.5 — —

A2Netres101 [52] � 20.1 70.8 — —

ViT-DINO baseline � 34.1 68.3 61.0 42.7

Ours � 35.9 73.5 66.2 43.7

Table 1. Evaluation. W: weakly supervised. U: unsupervised.

DS: dataset specific models that train on images from the dataset

used for evaluation. †: evaluation of [43] using published weights

and code of SPair-71k pre-trained model. Our method improves

over prior unsupervised and weakly supervised work on three out

of four challenging benchmarks. PF-Pascal contains only aligned

image-pairs, favoring models with strong geometric regularization

that often do not generalize well to the other datasets.

tokens we concatenate learnable embeddings. The individ-

ual queries do not interact with each other, and during test-

time only the locations of the query points are computed.

During training, we randomly sample 200 points from the

salient region of the source image.

In the cycle consistency loop of Eq. (4) we construct the

transformation G as follows: (1) we sample a thin-plate

spline transformation by randomly jittering a 10 × 10 grid,

(2) we perform a random rescaled crop, and (3) apply color

jittering. All further implementation details can be found

in the supplementary material. Code and models will be

released upon acceptance of the paper.

We use a schedule for the size of the image-pair neigh-

borhood k, gradually increasing k and thus the diversity of

pairs during training. In particular, we train with k = 5 for

the first 10k iterations, k = 100 for the next 20k iterations,

and k = 500 thereafter.

4.3. Results

Table 1 compares our results against the state of the art

(weakly and unsupervised methods) on four datasets. We

note that all other methods in Tab. 1 are dataset specific
– they train on images from the same dataset they use for

evaluation, whereas we train on one dataset (ImageNet-21k)

and evaluate on different datasets at test time.

Our method improves the baseline ViT-DINO features

on all datasets. This is in contrast to another recent

method [2], whose objective for unsupervised correspon-

dences leads to lower performance on some benchmarks

when using ViT-DINO.

We report state-of-the-art results in unsupervised seman-
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Figure 6. Similarity Heatmaps. We show the similarity between the target image and (1) ViT-DINO feature sampled at the query location

marked in red (2) an adapted feature by our transformer adapter, resulting in less ambiguous matches. The pairs are from PF-Pascal,

SPair71k, CUB and SDogs.

tic correspondences on three out of four datasets, SPair-

71K dataset, CUB and SDogs. In SPair-71K and CUB

we also outperform weakly-supervised methods which use

manually-defined image pairs for all classes.

PMD [34] works better than our approach on the PF-

Pascal dataset. PF-Pascal is different from the other bench-

marks as it only contains image pairs with lower complex-

ity correspondences: all image pairs are of aligned objects

that have the same pose and their relative transformation

can be approximated with a simple warp. Models that pre-

dict a flow field between the two images (such as PMD)

have a clear advantage in this case, but fail when there is a

complicated non-rigid transformation of the object between

the source and the target. To support this hypothesis, we

evaluate PMD’s released weakly supervised model on CUB

and SDogs and indeed see low performance outside of PF-

Pascal (see also Fig. 5).

Per-class evaluation on PCK. To better understand the

semanticity of the learned correspondences, we evaluate

per-class PCK on SPair-71k in Tab. 2. We note that our

model mainly achieves state-of-the-art on animal classes.

We hypothesize a reason for this lies in the way we sam-

ple query points during training: randomly from the salient

region of the image. For animals, most keypoints of inter-

est are within the body of the animal, while for other ob-

jects, such as car, bus, TV, the points of interest usually lie

at the boundary. Due to imperfections in the unsupervised

saliency masks, our method less often samples boundary

points and thus does not perform as well when the query

points are at the boundary of the object at test time.

Efffect of weak supervision. To explore the competing

effects of using (1) less training data, and (2) manually-

�	���������� �	����������

Figure 7. Qualitative evaluation on out-of-distribution data.
Left: there are still semantic similarities that our model manages

to find. Right: failure—there are no semantic correspondences.

defined image pairs (i.e., weak supervision), we train our

model on SPair71k, CUB and SDogs (as in [2]), using the

provided manually-defined pairs and the same hyperparam-

eters as before. Table 3 shows that using manually su-

pervised image pairs does improve performance, but only

slightly (∼1% relative improvement). Note that, by using

manually defined image pairs in these smaller datasets, we

observe the compound effect of using fewer, cleaner and

more specific pairs. However, given that the difference in

performance is small, this validates the robustness and gen-
eralization of our model, which is also fully unsupervised.

Qualitative results. In Fig. 1 we show that our model can

find good semantic correspondences across different scales

(face, full body), and between categories (bird-tiger). We

qualitatively compare our method to prior work in Fig. 5.

We see that our method is robust across pose, scale, and ap-

pearance changes. Finally, in Fig. 7 we show results on out-

of-distribution examples (animation and unrelated class).

Our model can find good correspondences when there are

semantically similar object parts in the two images.

In Fig. 6 we show heatmaps from cosine similarities be-

tween the target images and the ViT-DINO query features or

the query features we get from our transformer adapter. We
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Sup. Method all

W WeakAlign [47] 22.2 17.6 41.9 15.1 38.1 27.4 27.2 31.8 12.8 26.8 22.6 14.2 20.0 22.2 17.9 10.4 32.2 35.1 20.9

SFNetres101[31] 26.9 17.2 45.5 14.7 38.0 22.2 16.4 55.3 13.5 33.4 27.5 17.7 20.8 21.1 16.6 15.6 32.2 35.9 26.3

PMDres101 [34] 26.2 18.5 48.6 15.3 38.0 21.7 17.3 51.6 13.7 34.3 25.4 18.0 20.0 24.9 15.7 16.3 31.4 38.1 26.5

ASYMViT−DINO [2] 38.7 22.6 68.5 21.2 30.7 27.6 25.3 55.9 18.7 44.5 43.9 33.3 20.7 38.6 16.7 31.7 35.2 25.3 32.9

LEADViT−DINO [2, 24] 43.0 24.2 68.6 23.4 31.5 26.2 25.5 57.1 19.5 43.2 42.4 32.0 22.9 41.1 19.4 29.9 34.2 26.2 33.6

U CNNGeo [45] 23.4 16.7 40.2 14.3 36.4 27.7 26.0 32.7 12.7 27.4 22.8 13.7 20.9 21.0 17.5 10.2 30.8 34.1 20.6

A2Net [52] 22.6 18.5 42.0 16.4 37.9 30.8 26.5 35.6 13.3 29.6 24.3 16.0 21.6 22.8 20.5 13.5 31.4 36.5 22.3

ViT-DINObaseline 44.5 24.7 68.6 24.2 31.7 26.6 26.0 57.3 19.6 44.3 42.9 33.0 23.4 40.6 19.7 30.8 34.3 26.7 34.1

Ours 40.6 24.9 74.0 18.9 37.2 26.7 22.3 59.5 20.3 49.3 46.3 37.2 18.5 41.5 21.3 35.2 43.8 32.2 35.9

Table 2. Per-class evaluation on SPair-71k. W: weakly supervised. U: unsupervised. Over all classes our method performs best. Addi-

tionally, in most cases our method improved over its teacher ViT-DINO. Mechanical objects (trains, cars, and motorbikes) are challenging

for our method, potentially due to keypoints often appearing at the boundaries of objects which are underrepresented in our training.

Sup. Methods SPair71k CUB SDogs

W CLViT-DINO [2, 9] 25.8 54.1 32.3

LEADViT-DINO [2, 24] 33.6 60.8 42.5

ASYMViT-DINO [2] 32.9 65.2 45.2
Ours 36.4 66.8 44.2

U DINObaseline 34.1 61.0 42.7

Ours 35.9 66.2 43.7

Table 3. Using Weak Supervision. Weak supervision trades

cleanliness of training pairs with limited amount of training data

resulting in marginal improvements.

Loss
Arch. Mask Spair-71k CUB SDogsLc LdT LdS

� � � LGa � 17.5 29.0 23.9

� � � LGa � 31.7 60.6 42.2

� � � LGa � 33.0 64.2 42.4

� � � LGa � 33.9 64.4 42.2

� � � LLa � 32.3 62.9 41.9

� � � La � 32.8 63.6 42.7

� � � LGa � 27.6 57.9 39.0

� � � LGa � 35.9 66.2 43.7

Table 4. Ablation studies. Losses: Lc, LdT , and LdS are the cycle

consistency, distillation-from-target, and distillation-from-source

losses, respectively. Adaptation: La, LLa, and LGa are Local, Lo-

cal/Local, and Local/Global adaptation techniques, respectively.

Schedule Spair-71k CUB SDogs

Random 27.9 53.3 39.6

Top5 NNs 29.5 58.9 40.3

Top100 NNs 29.5 58.6 40.6

Top500 NNs 28.6 57.1 40.6

Top5→100→500 NNs 35.9 66.2 43.7

Table 5. Pair Selection Strategy. A curriculum of gradually in-

creasing the sampling neighborhood improves results.

see that the adapter successfully disambiguates between left

and right, and front and back. They are also more precise,

leading to better localization.

Ablation Study. First, we explore the performance using

different losses and architectures in Tab. 4. The losses LdT

and LdS form the contrastive loss in Eq. (2), and they rep-

resent sampling negatives from the target and source im-

age, respectively (as in Fig. 4). We find that sourcing from

both images is important, and the geometric prior of the cy-

cle consistency improves the performance of the imperfect

ViT-DINO features. Furthermore, adapting using LGa is su-

perior to the other methods. Interestingly, La performs bet-

ter than LLa — this confirms our hypothesis that, although

this architecture is successful in the supervised regime, it

is prone to shortcut learning and poor performance in the

unsupervised setting. Finally, sampling points from pseudo

masks further boosts results. This is expected, as, without

the mask, we force the model to find correspondences in the

background, which often do not exist.

Next, we look at the importance of using a sched-

ule when selecting nearest neighbor pairs during training

(Tab. 5). Using a random pair results in the lowest perfor-

mance, as often pairs do not contain meaningful correspon-

dences (e.g. cup and zebra, etc.). Even when we only sam-

ple from a small neighborhood (top five NNs), performance

already greatly improves. When we increase the neighbor-

hood size without using a schedule, we see no further gains,

and in fact, it drops when we increase to 500. We explain

this with the fact that while correspondences across large

appearance changes are important for the model to pick up,

they are difficult to discover without supervision. We solve

this with the schedule that gradually increases the difficulty

of the pairs.

5. Conclusions
We have presented a method to learn image correspon-

dences without supervision. The method starts from a self-

supervised ViT feature extractor and improves it by learn-

ing an adapter network that, given a set of features form

a source image and the target image, steers the source

features to better match the target. The method can be

trained on a general-purpose image dataset without requir-

ing manually-paired images for supervision. It obtains

high-quality matches which outperform previous unsuper-

vised methods, particularly on the hardest datasets, where

matching requires a good degree of semantic abstraction.
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