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Figure 1. Learning Articulated 3D Animals in the Wild. Our method trains on a collection of single-view images of an animal category
and produces a model that can predict the articulated 3D shape of a new instance from a single test image, which can be animated and relit.

Abstract

We consider the problem of predicting the 3D shape, ar-
ticulation, viewpoint, texture, and lighting of an articulated
animal like a horse given a single test image as input. We
present a new method, dubbed MagicPony, that learns this
predictor purely from in-the-wild single-view images of the
object category, with minimal assumptions about the topol-
ogy of deformation. At its core is an implicit-explicit repre-
sentation of articulated shape and appearance, combining
the strengths of neural fields and meshes. In order to help
the model understand an object’s shape and pose, we distil
the knowledge captured by an off-the-shelf self-supervised
vision transformer and fuse it into the 3D model. To over-
come local optima in viewpoint estimation, we further in-
troduce a new viewpoint sampling scheme that comes at
no additional training cost. MagicPony outperforms prior
work on this challenging task and demonstrates excellent
generalisation in reconstructing art, despite the fact that it
is only trained on real images. The code can be found on the
project page at

1. Introduction

Reconstructing the 3D shape of an object from a sin-
gle image of it requires knowing a priori what are the
possible shapes and appearances of the object. Learning

“Equal contribution.

such a prior usually requires ad-hoc data acquisition se-
tups [2,20,35,36], involving at least multiple cameras, and
often laser scanners, domes and other hardware, not to men-
tion significant manual effort. This is viable for certain
types of objects such as humans that are of particular in-
terest in applications, but it is unlikely to scale to the long
tail of objects that can appear in natural images. The alter-
native is to learn a 3D prior from 2D images only, which are
available in abundance. However, this prior is highly com-
plex and must be learned while using it to reconstruct in 3D
the 2D training data, which is a major challenge.

In this paper, we propose MagicPony, a novel approach
to learning 3D models of articulated object categories such
as horses and birds with only single-view input images for
training. We leverage recent progress in unsupervised rep-
resentation learning, unsupervised image matching, effi-
cient implicit-explicit shape representations and neural ren-
dering, and devise a new auto-encoder architecture that re-
constructs the 3D shape, articulation and texture of each ob-
ject instance from a single image. For training, we only
require a 2D segmenter for the object category and a de-
scription of the topology and symmetry of its 3D skeleton
(i.e., the number and connectivity of bones). We do not
require apriori knowledge of the objects’ 3D shapes, key-
points, viewpoints, or of any other 2D or 3D cue which are
often used in prior work [14,21,22,31]. From this, we
learn a function that, at test time, can estimate the shape
and texture of a new object from a single image, in a feed-
forward manner. The function exhibits remarkable gener-
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alisation properties, including reconstructing objects in ab-
stract drawings, despite being trained on real images only.

In order to learn such disentangled 3D representations
simply from raw images, MagicPony addresses a few key
challenges. The first challenge is viewpoint estimation. Be-
fore the 3D model is available, it is very difficult to assign a
viewpoint to the objects in the training images. To tackle
this problem, prior works have often assumed additional
cues such as 2D keypoint correspondences [21,22,31]. In-
stead, we avoid requiring additional keypoint supervision
and implicitly infer noisy correspondences by fusing into
the 3D model knowledge distilled from DINO-ViT [5], a
self-supervised visual transformer network (ViT) [28]. We
also develop a new efficient disambiguation scheme that
explores multiple viewpoint assignment hypotheses at es-
sentially no cost, avoiding local optima that are caused by
greedily matching the noisy 2D correspondences.

The second challenge is how to represent the 3D shape,
appearance and deformations of the object. Most prior
works have used textured meshes [13,14,21,31,32,67,70],
but these are difficult to optimise from scratch, leading to
problems that often require ad-hoc heuristics such as re-
meshing [13, 70]. The other and increasingly popular ap-
proach is to use a volumetric representation such as a neu-
ral radiance field [3, 40, 52, 63], which can model complex
shapes, including manipulating their topology during train-
ing. However, this modelling freedom comes at the cost
of over-parametrisation, which is particularly problematic
in monocular reconstruction and often leads to meaning-
less short-cut solutions [63]. Furthermore, modelling ar-
ticulation with a volumetric representation is difficult. A
posing transformation is only defined for the object’s sur-
face and interior and is more easily expressed from the
canonical/pose-free space to the posed space. However,
rendering a radiance field requires transforming 3D points
off the object surface and in the direction opposite to the
posing transformation, which is hard [8].

We address these issues by using a hybrid volumetric-
mesh representation based on DMTet [42, 56]. Shape and
appearance are defined volumetrically in canonical space,
but a mesh is extracted on the fly for posing and rendering.
This sidesteps the challenges of using neural rendering di-
rectly while retaining most of its advantages and enabling
the use of powerful shape regularisers.

To summarise, we make the following contributions:
(1) A new 3D object learning framework that combines re-
cent advances in unsupervised learning, 3D representations
and neural rendering, achieving better reconstruction results
with less supervision; (2) An effective mechanism for fus-
ing self-supervised features from DINO-ViT into the 3D
model as a form of self-supervision; and (3) an efficient
multi-hypothesis viewpoint prediction scheme that avoids
local optima in reconstruction with no additional cost.

Table 1. Related Work Overview on Weakly-supervised Learn-
ing of 3D Objects. Annotations: ¥ template shape, (0] viewpoint,
&, 2D keypoint, 3 object mask, W optical flow, 84 video, ' coarse
template shape from keypoints, 2camera estimated from keypoints
using SfM, ®outputs texture flow, shape bases initialised from
CMR. "UMR relies on part segmentations from SCOPS [18].

Supervision Output
Method Y B & <M ®3D 2.5D Motion View Texture
Unsup3D [69] v v v
CSM [30] v v v
A-CSM [29] v v v v
CMR[21] ()W) v Vv v v W)
U-CMR [14] V v v v v
UMRT [32] v v v W)
ACMR [31] (V\* (V) v v v v )3
DOVE [67] VvV Y v v v
Ours v v v v v

We compare our method to prior work on several chal-
lenging articulated animal categories and show that our
method obtains significantly better quantitative and quali-
tative results while using significantly less supervision, and
also demonstrate generalisation to abstract drawings.

2. Related Work

Weakly-supervised Learning of 3D Objects. Most re-
lated to our work are weakly-supervised methods for single-
image 3D object reconstruction that learn from a collec-
tion of images or videos of an object category [14, 17,21,
23,24, 26, 27,31, 32, 34, 65, 67, 68]. Due to the inher-
ent ambiguity of the problem, these methods usually rely
on heavy geometric supervision (see Tab. 1) in addition
to object masks, such as 2D keypoints [21, 31], template
shapes [14, 29, 30]. UMR [32] forgoes the requirement
of keypoints and template shapes by leveraging weakly-
supervised object part segmentations (SCOPS [18]), but
produces coarse symmetric shapes similar to CMR [21].
DOVE [67] learns coarse articulated objects by exploiting
temporal information from videos with optical flow super-
vision. All these methods require object masks for super-
vision, except Unsup3D [69] which exploits bilateral sym-
metry for reconstructing roughly frontal objects, like faces,
and UNICORN [41] which uses a progressive condition-
ing strategy with a heavily constrained bottleneck, leading
to coarse reconstructions. Another emerging paradigm is
to leverage generative models [7, 45, 49, 55] that encour-
age images rendered from viewpoints sampled from a prior
distribution to be realistic. These models, however, often
rely heavily on an accurate estimation of viewpoint distri-
bution and/or a powerful 2D image generative model, both
of which are difficult to obtain in small-data scenarios.



Optimization from Multi-views and Videos. 3D recon-
struction traditionally relies on epipolar geometry of multi-
view images of static scenes [11, 16]. Neural Radiance
Fields (NeRF) [3, 40, 52, 63] have recently emerged as a
powerful volumetric representation for multi-view recon-
struction given accurate cameras. A recent line of work,
LASR [70], ViSER [71] and BANMo [72], optimises 3D
shapes of deformable objects from a small set of monocu-
lar videos, with heavily engineered optimisation strategies
using optical flow and mask supervision, and additionally
DensePose [44] annotations for highly deformable animals.
Concurrent work of LASSIE [73] also leverages DINO-
ViT [5] image features for supervision but optimises a part-
based model on a small collection of images (~30) of an
object category. It uses a shared shape model for all in-
stances with only per-instance articulation.

Learnable Deformable 3D Representations. A com-
mon 3D representation for weakly-supervised shape learn-
ing is triangular meshes. Deformation on meshes can be
modelled by estimating offsets of individual vertices [21,
31,67], which typically requires heavy regularisation, such
as As-Rigid-As-Possible (ARAP) [57]. To constrain the
space of deformations, many works often utilise lower-
dimensional models, such as cages [74] or linear blend skin-
ning controlled with skeletal bones [36, 67] or Gaussian
control points [70, 71]. Parametric models, like SMPL [36]
and SMAL [76], allow for realistic control of the shape
through learned parameters but often require an extensive
collection of 3D scans to learn from.

Dynamic neural fields [12,46,48,50,51,58,59,72], such
as D-NeRF [50], extend NeRF [40] with time-varying com-
ponents. A-NeRF [58] proposes a radiance field condi-
tioned on an articulated skeleton, while BANMo [72] uses
learned Gaussian control points similarly to [70,71]. One
key limitation of these implicit representations is the re-
quirement of an inverse transformation from 3D world co-
ordinates back to the canonical space, which is often harder
to learn compared to forward deformation [8]. We propose
a hybrid SDF-mesh representation, extending DMTet [56]
with an articulation mechanism, which combines the ex-
pressiveness of implicit models with the simplicity of mesh
deformation and articulation.

Viewpoint Prediction in the Wild. Viewpoint prediction
in weakly-supervised settings is challenging, as it is prone
to local optima induced by projection and common object
symmetries. Existing solutions are based on learning a dis-
tribution over multiple possible viewpoints. U-CMR [14]
proposes a camera-multiplex that optimises over 40 cam-
eras for each training sample using a given template shape,
which is expensive as evaluating each hypothesis involves
a rendering step. We propose a new viewpoint exploration
scheme that requires evaluating only one hypothesis in each

step with essentially no added training cost and does not
rely on a given template shape but a jointly learned model.
Recent work of Implicit-PDF [43] proposes to learn view-
point distributions implicitly by estimating a probability
for each image-pose pair of a fixed object instance. Rel-
Pose [75] extends this to learning relative poses of image
pairs. Our model also predicts a probability associated with
each viewpoint hypothesis but instead relates an instance to
a learned category-level prior model.

3. Method

Given only a collection of single-view images of a de-
formable object category collected in the wild, our goal is to
train a monocular reconstruction network that, at test time,
predicts the 3D shape, articulated pose, albedo and lighting
from a single image of the object.

During training, our method requires no geometric su-
pervision other than the images, 2D foreground segmenta-
tions of the object obtained automatically from an off-the-
shelf method like [25], and a description of the topology of
the object’s skeleton (e.g., the number of legs). It is based
on several key ideas: an implicit-explicit shape representa-
tion (Sec. 3.1), a hierarchical shape representation, from a
generic template to articulated instances (Sec. 3.2), and a
viewpoint prediction scheme that leverages self-supervised
correspondences and efficient multi-hypothesis exploration
to avoid local minima (Sec. 3.4), as illustrated in Fig. 2.

3.1. Implicit-Explicit 3D Shape Representation

The choice of representation for the 3D shape of the ob-
jectis critical. It must be (1) sufficiently expressive for mod-
elling fine-grained shape details and deformations and (2)
sufficiently regular for learning with only weak supervision
via image reconstruction.

Most 3D representations are either explicit (triangular
meshes [21, 67, 70]) or implicit (volumes, SDFs, radiance
fields [19,39,40,47,66]). Explicit representations are more
compact, easily support powerful deformation models like
blend skinning, and the geometric smoothness can be eas-
ily measured and controlled; however, they are more diffi-
cult to optimise and often result in defects like folds during
training, which requires occasional re-meshing [13,70]. Im-
plicit representations are more amenable to gradient-based
optimisation, including allowing topological changes, but
are more computationally expensive and, due to their high
capacity, require substantial supervision, usually in the
form of a dense coverage of the different object view-
points [40,66] or 3D ground-truth [39,47].

Here we adopt a representation that combines the advan-
tages of both. The shape of the object is represented im-
plicitly by a neural field that is converted on the fly into an
explicit mesh via the Differentiable Marching Tetrahedra
(DMTet) [9,42,56] method. Specifically, the object’s shape
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Figure 2. Training Pipeline. Given a collection of single-view images of an animal category, our model learns a category-specific prior
shape using an implicit-explicit representation, together with a feature field that allows us to fuse self-supervised correspondences through
a feature rendering loss. This prior shape is deformed, articulated and shaded based on features extracted from a training image. To combat
local minima in viewpoint prediction, we introduce an efficient scheme that explores multiple hypotheses at essentially no additional cost.
The entire pipeline is trained with reconstruction losses end-to-end, except for the frozen image encoder pre-trained via self-supervision.

S = {x € R3|s(x) = 0} is defined as the isosurface of the
signed distance function (SDF) s : R? — R, which is im-
plemented by a Multi-Layer Perceptron (MLP) taking 3D
coordinates as input. To encourage s to be a signed distance
function, we sample random points £ € X C R? in space
and minimise the Eikonal regulariser [15]:

Ren(s) = 7y L (IVs@)b =17 (1

xreX

We then evaluate the function s at the vertices of a tetra-
hedral grid and extract a watertight mesh from it using
DMTet [56], which is fast and differentiable.

We use this implicit-explicit representation to learn a
category-wise template shape shared across all instances,
and model instance deformations through a hierarchical
pipeline, explained next. The function s is initialised with a
generic ellipsoid elongated along the z-axis. We denote by
Vir C R3 the vertices of the extracted prior mesh.

3.2. Articulated Shape Modelling and Prediction

The category-wise template V}, is deformed into a spe-
cific object instance Vi, and further posed to match the
shape V' in each input image (Fig. 2). These deformations
are predicted from a single image, as discussed below.

Image Encoder. The input image is first encoded by
means of DINO-VIiT [5], a self-supervised Vision Trans-
former (ViT) [28]. The ViT extracts from the image a set of
key and output tokens, which were found to code, respec-
tively, for correspondences [1] and appearance [61]. Hence,
we use the keys to predict the object’s deformation and the
outputs to predict its appearance. Specifically, we apply the
ViT @ to the input image I € R3*H>*W and extract the
key ®, € RP*Ho*Wo and output ®, € RP>*HoxWo teop-
sors from the last attention layer. These features are local,

with one token per image patch. We use two small convo-
lutional networks to further extract from these a global key
éx = fi(®x) € RP and output ¢, = f,(®,) € RP vector.

Instance-specific Shape. The shape of each object in-
stance Viy, differs slightly from the template shape V},;. This
is accounted for by the deformation Vips; = Vir,i + AV,
where the displacement AV; = fav (Vr,i, ¢x) of each ver-
tex Vpr,; is predicted by an MLP fay from the global image
features ¢x. We exploit the fact that many objects are bilat-
erally symmetric and enforce both the prior V},; and instance
Vins shapes to be symmetric by mirroring the query locations
for the MLPs about the yz-plane. We also limit the magni-
tude of the the deformation Vi,s by adding the regularizer
Raet(AV) = 7 2, 1AV 2.

Posed Shape. In order to match the 3D shape observed
in the image, the instance-specific mesh Vi is further de-
formed by the posing function V; = g(Vins i, €), where £ de-
notes the pose parameters. Posing accounts for the deforma-
tions caused by the articulation of the object’s skeleton; they
allow for large but controlled deformations which would
otherwise be more difficult to account for by a generic de-
formation field like AV'.

We adopt the blend skinning model for posing [6, 37],
parameterised by B — 1 bone rotations &, € SO(3),b =
2,..., B, and the viewpoint &; € SE(3). Specifically, we
initialise a set of rest-pose joint locations J; on the instance
mesh using simple heuristics'. Each bone b but the root
has one parent 7(b), thus forming a tree structure. Each
vertex V; is associated to the bones by the skinning weights
wgp, defined based on relative proximity to each bone (see

A chain of bones going through the two farthest end points along z-
axis for birds, and for quadrupeds, additionally four legs branching out
from the body bone to the lowest point in each quadrant. See sup. mat.



sup. mat.for details). The vertices are then posed by the
linear blend skinning equation:

(Z wszb Gb ) ) ins,i

Re  J
Gi1=g1, Gy =Grpyog, p(6)= [5b f’},

2

where £* denotes the bone rotations at the rest pose.

Pose Prediction. Similarly to the instance-specific defor-
mation AV}, the bone rotations &s. 5 are predicted by a net-
work f, from the image features ®y and ¢y. The viewpoint
&1 € SE(3) is predicted separately, as discussed in Sec. 3.4.

Pose articulation depends on estimating local body joints
and benefits from using local features. To extract them, we
first project the centroid of each bone at rest into the image
plane using the predicted viewpoint &;:

u, =11 |G b)(§1,§23)']2b ;
and sample the local features from the patch key feature
map Py (u;) at the projected pixel locations wy,.

To predict bone rotations from the image features, we
adopt a transformer to account for the inter-dependency of
the bones, implied by the underlying skeleton. Specifically,
we use a small transformer network [62] f;, that takes as in-
put B — 1 tokens v, = (¢, Px(up), b, Jp, up) and outputs
the bone rotations (&, ...,&5) = fo(va, ..., vp) parame-
terised as Euler angles. We also limit the deviation from the
rest pose via the regulariser Ry (£) = 5 2522 lI€]I2.

3.3. Appearance and Shading

We decompose the appearance of the objects into albedo
and diffuse shading assuming a Lambertian illumination
model. The albedo of the object is modelled in the same
“canonical space” as the shape SDF s by a second coordi-
nate MLP a(x) = fi(x, ¢o) € [0, 1], which takes as input
the global output features ¢,. The dominant light direction
I € S? and ambient and diffuse intensities k,, kg € R are
predicted by a lighting network fi(¢,).

The posed mesh is then rendered into an image via dif-
ferentiable deferred mesh rendering. The renderer first ras-
terizes all pixels w that overlap with the posed object V,
computing the 3D coordinates x(u) of the corresponding
object point in canonical space; then the MLP f; is evalu-
ated, once per pixel, to obtain the colour a(2(u)). The final
pixel colour accounts for shading and is given by

I(w) = (ks + ka - max{0, (I, n(w))}) - a(z(w)),

where n(u) € S? is the normal of the posed mesh V. Us-
ing the same differentiable renderer, we also obtain the pre-
dicted mask M € [0, 1]7*W of the object.

For training supervision, we use the appearance loss
Elm(I M) = ||M ® (I = I)||; as well as the mask loss
Lon(M, M) |M — M3 + \a(M © dt(M)), where
the distance transform dt(-) is used to obtain better gradi-
ents [21, 68], M = M & M is the intersection of the ren-
dered and ground-truth masks, and Ay is a weighing factor.

3.4. Viewpoint Prediction

Predicting the object viewpoint is a critical first step
for learning 3D shapes but often difficult [14,21]. Here,
we contribute a method to do so robustly and efficiently,
which exploits self-supervised correspondences in a multi-
hypothesis prediction pipeline, as detailed next.

Fusing Self-Supervised Correspondences. Estimating
explicit correspondences without supervision is difficult and
brittle; hence, we propose to incorporate correspondence
information implicitly and softly. Inspired by N3FF [60],
we fuse information from the self-supervised ViT features
into the 3D model by learning to render them.> This is
done by adding a coordinate network () € RP" that pre-
dicts a D’-dimensional feature vector for each 3D point x
in canonical space. This is similar to the albedo network
fa, except that it is shared across all instances of the same
object category, and hence there is no dependency on the in-
put image. These canonical features are then projected into
a feature image &, € R¥*WxD" ysing the same differen-
tiable renderer used for the albedo, and trained to minimise
a corresponding rendering loss:

£teal(q>k, (I)k7 ) - HM © ((I)k li)“%ﬁ 3)
where ®; = PCA(Py) is a PCA-reduced (to D’ = 16 prin-
cipal components) version of the original DINO-VIiT fea-
tures ®y for training efficiency.

Multi-Hypothesis Viewpoint Prediction. Prior works
have found that a major challenge in learning the object’s
viewpoint is the existence of multiple local optima in the
reconstruction objective. Some have addressed this issue
by sampling a large number of hypotheses for the view-
point [14], but this is somewhat cumbersome and slow. In-
stead, we propose a scheme that explores multiple view-
points statistically, but at each iteration samples only a sin-
gle one, and thus comes “for free”.

We hence task a viewpoint network fy,(¢x) to pre-
dict from ¢y four viewpoint rotation hypotheses R €
SO(3),k € {1,2,3,4}, each in one of the four quadrants®
around the object, as illustrated in Fig. 2. The network also
predicts a score gy, for each hypothesis, used to evaluate the

2This is also similar to BANMo [72], but we use self-supervised fea-
tures instead of supervised DensePose [44] ones.

3For bilaterally symmetric animals, there are often four ambiguous ori-
entations towards each of the four xz-quadrants in the canonical space.



probability py that hypothesis k is the best of the four op-
tions as py, x exp(—oy/7) using softmax, where 7 is a
temperature parameter, gradually decreased during training.

The naive approach for learning oy, is to sample multiple
hypotheses and compare their reconstruction loss to deter-
mine which one is better. However, this is expensive as it
requires rendering the model with all hypotheses. Instead,
we suggest to sample a single hypothesis for each training
iteration and simply train oy, to predict the expected recon-
struction loss Ly, by minimising the objective

Luyp (0%, L) = (0k — sg[Lk])?, 4)

where sg|] is the stop-gradient operator, and Ly, is the over-
all reconstruction loss under the sampled k-th hypothesis,
given below.

3.5. Training Objective

Given a training sample (I, M), comprising an image
and the corresponding object mask, the training objective is
computed in two steps. First, the viewpoint hypothesis k is
sampled and the reconstruction loss is computed:

L = AimLim + AnLm + MLear-

Then, the regularisation terms and the viewpoint hypothesis
loss are added, to obtain the final objective:

L = prLy, + MeReik + MRaet + XNaRart + M Layp-

Here Aim, Am, Af, AE, Ad, Aa, A are balancing weights.

The gradient of £ with respect to the model parameters is
then computed and used to update them. Note that only one
viewpoint sample k is taken for each gradient evaluation.
To further improve the sampling efficiency, we sample the
viewpoint based on the learned probability distribution p;*.

4. Experiments

We conduct extensive experiments on a few animal cat-
egories, including horses, giraffes, zebras, cows and birds,
and compare against prior work both qualitatively and quan-
titatively on standard benchmarks. We also show that our
model trained on real images generalises to abstract draw-
ings, demonstrating the power of unsupervised learning.

4.1. Data

For horses, we use the horse dataset from DOVE [67]
containing 10.8k images extracted from YouTube, and sup-
plement it with 541 additional images from three datasets
for diversity: Weizmann Horse Database [4], PASCAL [10]
and Horse-10 Dataset [38]. For giraffes, zebras and cows,

4We sample viewpoint k* = argmax & Pk 80% of the time for training
efficiency, and uniformly at random 20% of the time.

we source images from Microsoft COCO Dataset [33] and
keep the ones with little occlusion. Since these datasets
are relatively small, we only use them to finetune the pre-
trained horse model. For birds, we combine the DOVE
dataset [67] and CUB dataset [64] consisting of 57.9k
and 11.7k images respectively. We use an off-the-shelf
PointRend [25] detector to obtain segmentation masks, crop
around the objects and resize them to 256 x 256. We follow
the original train/test splits from CUB and DOVE, and ran-
domly split the rest, resulting in 11.5k/0.8k horse, 513/57
giraffe, 574/64 zebra, 719/80 cow and 63.9k/10.5k bird im-
ages. We additionally collect roughly 100 horse images
from the Internet to test generalisation.

4.2. Technical Details

The model is implemented using a total of 8 sub-
networks. The feature field 1, template SDF s, albedo field
fa and deformation field fay are implemented using MLPs,
which take in 3D coordinates (concatenated with image fea-
tures for albedo and deformation networks) as input. The
image encoder consists of a ViT-S [28] architecture from
DINO [5] and two convolutional encoders fy and f, that
fuse the patch features into global feature vectors. We use
self-supervised pre-trained DINO-ViT with frozen weights
and only train the convolutional encoders. The lighting net-
work fi is a simple MLP that maps global output feature
to a 4-channel vector, and the articulation network f; is a
transformer architecture with 4 blocks. We use a separate
encoder for the viewpoint network f,, identical to f, as
we find empirically that sharing the encoders tends to make
the viewpoint learning unstable. Apart from DINO encoder,
all components are trained end-to-end from scratch for 100
and 10 epochs on horses and birds respectively, with the in-
stance deformation and articulation disabled for the first 30
and 2 epochs. The DINO features ®;. used to compute Ley
are pre-computed with patch size 8 and stride 4 and masked,
following [1], and reduced from a channel size of 384 to 16
using PCA. All technical details and hyper-parameters are
included in the supplementary material.

4.3. Qualitative Results

Fig. 3 shows a few reconstructions of horses and birds
produced by our model. Given a single 2D image at test
time, our model predicts a textured 3D mesh of the object,
capturing its fine-grained geometric details, such as the legs
and tails of the horses. Our model predicts the articulated
pose of the objects, allowing us to easily transfer the pose of
one instance from another and animate it in 3D. Although
our model is trained on real images only, it demonstrates
excellent generalisation to paintings and abstract drawings.

Fig. 4 also shows that by finetuning the horse model on
other animals without any additional modifications (except
disabling articulation for the initial 5k iterations), it gen-
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Figure 3. Single Image Reconstruction. We show the recon-
structed mesh from the input view and two additional views to-
gether with predicted texture and animated version of the shape
obtained by articulating the estimated skeleton.
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Figure 4. Reconstructions of Giraffes, Zebras and Cows. We
finetune the horse model on other animal categories, and show that
the method generalises well to other animals.

eralises to various animal categories with highly different
shapes and appearances, such as giraffes, zebras and cows.

Note that for the examples of abstract horse drawings
(last rows in Figs. 1 and 3), since the texture is out of the
training distribution, we finetune (only) the albedo network
for 100 iterations, which takes less than 10 seconds. This
is also done for giraffes, zebras and cows in Fig. 4, as the
training datasets are too small to learn complex appearance.
Additional qualitative results are presented in the supple-
mentary material.

4.4. Comparison with Prior Work

We compare with previous weakly-supervised methods
for 3D reconstruction of deformable objects. The most rel-
evant prior work is UMR [32] and DOVE [67], as they
also only require object masks and weak correspondences
from either part segmentations (SCOPS) [18] or video train-
ing [67]. Our method leverages self-supervised DINO-ViT
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Figure 5. Comparison on Birds. Both CMR [21] and UMR [32]
often predict inaccurate poses, such as the bird on the left.

Input UMR Ours

Figure 6. Comparison with UMR [32] on Horses. Our model
produces much higher quality reconstructions with four legs.
UMR is only able to predict symmetrical shapes with two legs.

features, which makes our method the least supervised in
this area. We also compare against the well-established
baseline of CMR [21], which requires stronger supervision
in the form of 2D keypoint annotations and pre-computed
cameras, as well as U-CMR [14], which uses a category-
specific template shape. To evaluate other methods, we
use their code and pre-trained models in public repositories
(CMR, UMR, U-CMR) or provided by the authors (DOVE).

Qualitative Comparisons. Figs. 5 and 6 compare our
reconstructions against the previous methods on bird and
horse images. Since UMR did not release their horse model,
we test our model on the examples presented in their pa-
per for side-by-side comparison. Our method predicts more
accurate poses and higher-quality articulated shapes (as op-
posed to only symmetric shapes with CMR and UMR). On
horses, our method reconstructs all four legs with details
while UMR predicts only two. Since UMR copies texture
from the input image, for a fair comparison, we finetune
(only) the albedo network for 100 iterations at test time.

Quantitative Comparisons. We evaluate shape recon-
struction on the 3D Toy Bird Dataset from DOVE [67],
which contains 3D scans of 23 realistic toy bird models
paired with 345 photographs of them taken in natural real-
world environments. Following [67], we align the predicted



Table 2. Evaluation on Toy Bird Scans [67]. Baseline results
reported by [67]. Annotations: ¥ template shape, &8 viewpoint,
&, 2D keypoint, 8 mask, PP optical flow, @84 video.

Supervision ~ Chamfer Distance (cm) |
CMR [21] A& x 1.35 +o.81
U-CMR [14] ¥ & 1.82 +0.903
UMR [32] &< + SCOPS 1.24 +o.75
DOVE [67] e ] 1.51 +o.89
Ours &< + DINO 0.79 +o.50

Table 3. Keypoint Transfer on CUB [64] Bird and PASCAL
VOC [10] Horse Datasets. Our model produces superior results
on both birds and horses with significantly less supervision.

PCK@O.1 1
Method Supervision Birds Horses

B&x 0.473 -

CMR [21] (from [32])

CMR [21] B x 0.546 -
CMR [21] S 0.255 -
U-CMR [14] ¥ &< 0.359 -
UMR [32] S +SCOPS  0.512 0244
A-CSM [29] ¥ &< 0.426 0.329
DOVE [67] £ d 0.447 -
Ours < +DINO 0554  0.429

mesh with the ground-truth scan using ICP and compute the
bi-directional Chamfer Distance between two sets of sam-
ple points from the aligned meshes. Tab. 2 summarises the
results compared to other methods. Our model produces
significantly more accurate reconstructions, resulting in a
much lower error.

We also evaluate Keypoint Transfer on the CUB [64]
and PASCAL VOC [10] benchmarks, a common evaluation
metric [21,29,32]. We follow the protocol in [29,32] and
sample 20k source and target image pairs. Given a source
image, we project all the visible vertices of the predicted
mesh onto the image using the predicted viewpoint and as-
sign each annotated 2D keypoint to its nearest vertex. We
then render these vertices using the mesh and viewpoint
predicted from a different target image. We measure the
error between the projected vertices (corresponding to the
transferred keypoints) and the annotated target keypoints
using the Percentage of Correct Keypoints (PCK) metric.
As shown in Tab. 3, our model outperforms previous meth-
ods, including CMR [21] which requires strong geometric
supervision in the form of keypoints.

4.5. Ablation Studies and Limitations

We present ablation studies on the two key compo-
nents of the model in Fig. 7, self-supervised feature loss
and multi-hypothesis viewpoint prediction. Without either
component, the learned viewpoints collapse to only frontal

Ful (? Ty o | " =
"..‘" it eat “J f N E

- o ) P, Y
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Input View Side View Input View  Side View

Figure 7. Ablation Studies. We train the model without fea-
ture 10ss Leear, without multi-hypothesis (MH) viewpoint predic-
tion and without both. Without either component, the viewpoint
predictions collapse to frontal views, resulting in unnatural shapes.

views, resulting in unnaturally stretched reconstructions.
Additional results are provided in the sup. mat.

Although our model reconstructs highly detailed 3D
shapes from only a single image and generalises to in-the-
wild images, the predicted texture may not preserve suf-
ficient details with a single forward pass and may require
additional test-time finetuning. This can potentially be ad-
dressed by training on a larger dataset and incorporating re-
cent advances in image generation [53,54]. Another limita-
tion is the requirement of a pre-defined topology for articu-
lation, which may vary between different animal species.
Discovering the articulation structure automatically from
raw in-the-wild images will be of great interest for future
work. Failure cases are discussed in the sup. mat.

5. Conclusions

We have introduced a new model that can learn a 3D
model of an articulated object category from single-view
images taken in the wild. This model can, at test time,
reconstruct the shape, articulation, albedo, and lighting of
the object from a single image, and generalises to abstract
drawings. Our approach demonstrates the power of combin-
ing several recent improvements in self-supervised repre-
sentation learning together with a new viewpoint sampling
scheme. We have shown significantly superior results com-
pared to prior works, even when they use more supervision.

Data Ethics. We use the DOVE, Weizmann Horse, PAS-
CAL, Horse-10, and MS-COCO datasets in a manner com-
patible with their terms. Some of these images may acci-
dentally contain faces or other personal information, but
we do not make use of these images or image regions.
For further details on ethics, data protection, and copy-
right please see
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